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Abstract

This paper presents a cross-country horizon analysis of departures from full-information rational expectations (FIRE) among professional forecasters from 18 OECD countries. Using four well-known tests of FIRE, I find significant heterogeneity in the cross-section of results. My findings contradict the existing literature which has often generalized the direction and magnitude of departures from FIRE. I show that coexisting with these cross-country variations is a common factor in forecast errors – or a cycle of synchronized ‘mistakes’. I argue that this factor may have contributed to the one-size-fits-all approach to the characterization of the expectation formation process.
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1 Introduction

The main contribution of this paper is to present a comparative analysis of cross-country departures from full-information rational expectations (FIRE) and to demonstrate that despite the heterogeneity in these results, there is significant co-movement in the inflation expectations of professional forecasters. Using survey data from forecasters in 18 advanced economies, I conduct a cross-sectional analysis of their predictions by forecast horizon. While it is established that survey forecasts of agent expectations violate the assumptions of full-information rational expectations, what is less known is the extent to which these violations vary in the cross-section. Evidence from this analysis suggests that generalizations about the outcome of well-known tests of rational expectations are not ubiquitous. I find that differences in the magnitude and direction of forecaster ‘mistakes’ often contradict the existing literature. The implication is that there is no one-size-fits-all approach to how we account for departures from full-information rational expectations and more importantly, how we model the expectation formation process.

I begin this analysis by conducting four widely-used tests of FIRE on monthly survey forecasts of the average annual inflation rate from Consensus Economics – an international forecasting firm – over the period January 1990 to December 2020. The unique structure of these forecasts facilitates a multi-horizon analysis of the results across countries. I confirm the occurrence of cross-country violations of FIRE by professional forecasters. This finding, however, is accompanied by significant variation in the outcomes of the tests. In one of my most striking results I show that for some countries such as the UK, Italy, Netherlands, Portugal, and Sweden, consensus forecasts concurrently exhibit under- as well as over-reaction at different forecast horizons.

Within the existing literature, however, empirical studies have largely revealed that the aggregate expectations of agents are characterized by under-reaction, which is often invariant to the forecast horizon (see Cobion and Gorodnichenko (2015) [13], Bordalo et al. (2020) [7]). This has led to a general acceptance of the view that aggregate expectations are characterized by inertia. My findings, therefore, represent evidence in the opposite direction of the conclusions of existing research. I challenge this widely-accepted view and discuss how earlier conclusions about the expected outcome of more recent tests of FIRE likely reflected country-specific factors.

I complement this analysis with the introduction of a newly digitized real-time cross-country inflation data set. It is well known that over time, macroeconomic data are subject to revisions, methodological changes, and even release lags which have the potential to materially affect the results of the analysis upon which such data rests. Real-time data are data that have not been subject to such adjustments.\(^2\) In the context of this paper, these data are used as the benchmark to evaluate historical inflation predictions in line with the information that would have been available to the forecaster at the time the forecast was made.

\(^2\)See Croushore and Stark (2001) [14] for a discussion on the advantages of using real-time data
As one of the primary sources of international real-time data, the OECD maintains a database of 21 key economic variables from 1999 onward. To conduct this study, I augment the availability of international real-time CPI data by digitizing 10 years of monthly hard copy records of the OECD’s Main Economic Indicators (MEI) publication from 1989 to 1999, complete with the accompanying vintages. These records were gathered from various public sources and as an outcome of this study, will be made freely available to anyone interested in international macroeconomic research.

As a further contribution, this paper provides a basis for comparatively evaluating the consistency of theoretical tests of full-information rational expectations. My initial finding is that the heterogeneity in results across countries and forecast horizons is also reflected in the disparate messages conveyed by the results of each test. For example, while one test may predominantly convey over-prediction of inflation relative to its realized value, another may broadly convey under-reaction by forecasters. Upon closer examination, however, I discuss how these seemingly contrasting findings may be connected and even reconciled. I hypothesize that cross-country departures from FIRE may in part be driven by commonalities and that the existence of these commonalities may account for many of the generalizations made about test results within the literature.

To test this hypothesis I introduce a Bayesian Dynamic Factor Model (BDFM) of ‘synchronized mistakes’. This model is distinguished from the commonly used static factor model as it incorporates the inter-temporal cross-correlations among the observables. Following Stock and Watson (1989, 1993) [46], [44] and Bai and Wang (2015) [5], I introduce two key restrictions which identify the model. I then use the Gibbs sampler, a Monte Carlo Markov chain (MCMC) procedure, to estimate the joint posterior distribution of model parameters.

The results point, overwhelmingly, to the existence of a common latent factor driving cross-country forecast errors over various forecast horizons, throughout this study. This cycle of forecaster ‘mistakes’ emphasizes the importance of international factors in national macroeconomic developments. The results show that the cross-country factor was particularly important to domestic forecast errors during economic shocks such as the recession of the early 2000s and the Global Financial Crisis (GFC). Relatedly, the results reveal an apparent oscillation of the cross-country factor over time, characterized by periods of over- and under-prediction in forecasts. I find that in periods leading up to the economic shocks, the common factor reflects positive forecast errors – under-prediction – and that this result reverses, albeit asymmetrically, during the subsequent period of economic decline.

Similar to the approach used in conducting the tests of FIRE, the dynamic factor analysis also facilitates key comparisons across countries. I extend the analysis by conducting a variance decomposition of the cross-country latent factor in forecast errors and find that on average approximately 43% and 40% of the volatility in domestic forecast errors at the respective one- and two-year-ahead forecast horizons, are driven by variation in the cross-country factor. The
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3It should be noted here that the Federal Reserve Bank of Dallas also maintains a Real-Time Historical Database for the OECD from 1962 to 1998 which can be merged with the OECD’s data which begins from 1999. However, these data are provided only quarterly, whilst the OECD’s data are monthly.
inverse of this result is that approximately 57% and 60% of the aggregate variation in domestic forecast errors were driven by home-country inflation volatility throughout this study.

To more closely examine the heterogeneous effects of the cross-country factor, I turn to the factor loadings of the model. These loadings communicate the relative importance of domestic factors in expectational errors. Based on my analysis, I find significant variation across countries. At the one-year-ahead forecast horizon, for example, Norway’s loading on the cross-country factor is only 0.36, whereas, France places a weight of 2.24 on the factor. This disparity between countries occurs at every forecast horizon and reinforces the initial findings of heterogeneity in departures from full-information rational expectations. In other words, forecaster ‘mistakes’ are also distinctly driven by factors specific to domestic conditions.

In summary, this paper presents an analysis of the cross-country departures from full-information rational expectations. Several tests of rational expectations reveal significant variation in the extent to which cross-country expectations depart from FIRE across forecast horizons. I find, however, that coexisting with these heterogeneous results are several commonalities. I discuss how these contrasting results can be reconciled. Through my application of dynamic factor analysis, I provide evidence of the existence of a common factor in forecast errors and argue that this factor likely accounts for commonalities observed in deviations from FIRE and the concomitant generalizations in the literature. I also show, that country-specific factors also feature prominently in the common factor.

Together, these findings point to the need for a more global approach to understanding the expectation formation process. The broader implication of this study is that given the increasingly interconnected global environment, and the well-established endogeneity of inflation expectations, decision-makers must consider, more strongly, the impact of international factors on domestic macroeconomic policy decisions.

1.1 Related Literature

This paper is related to three main strands of literature. Firstly, this paper challenges the underlying assumptions of the longstanding rational expectations revolution put forward by Muth (1961) \cite{Muth1961}, Lucas (1976) \cite{Lucas1976}, and Lucas and Sargent (1981) \cite{LucasSargent1981}. The full-information rational expectations hypothesis holds that agents know and understand the true model that governs the economy, they can observe the associated macroeconomic shocks, and form expectations based on these observations. Since their beliefs are fully in sync with the model which specifies the evolution of the economy, their expectations are statistically optimized forecasts. The implication of these assumptions is that forecast errors are unpredictable from any information available at time \( t \) or earlier. This conclusion forms the basis for several tests of the null hypothesis of full-information rational expectations.

There is a substantial body of research that point to the rejection of FIRE based on empirical findings from survey data. For example, Jonung and Laidler (1988) \cite{JonungLaidler1988} in a Swedish survey of households' contemporaneous inflation expectations, find that forecast errors of survey par-
participants are serially correlated. In a more broad-based approach, Mankiw, Reis, and Wolfers (2003) [32] analyze over 50 years of data on inflation expectations across various well-known surveys in the US.⁴ Using different tests of rational expectations, the authors show that there is no single survey that fully satisfies the assumptions of FIRE.

In tests of the sub-samples of the population, FIRE is also rejected. Souleles (2004) [43] finds that forecast errors from the Michigan Index of Consumer Sentiment are correlated with consumer demographics. In the more recent literature, Bordalo et al. (2020) [7] apply a more comprehensive approach by testing departures from FIRE across 22 macroeconomic and financial variables from the Survey of Professional Forecasters (SPF) and the Blue Chip Financial Forecasts. The authors confirm the predictability of forecast errors from forecast revisions – a clear violation of FIRE.

Empirically, this paper also contributes to this growing literature by providing a relatively standardized analysis of departures from FIRE across countries, amongst the same type of forecasting agents – professional forecasters. To my knowledge, there are no other papers that adopt such a broad-based approach to studying the expectation formation process. The objective is to provide a baseline for future evaluation of FIRE deviations in an international context.

There are several econometric tests of the null hypothesis of full-information rational expectations that have emerged over the years. As noted by Shefrin (1996) [41], all tests of FIRE are essentially tests of the underlying properties of conditional expectations and can be classified accordingly.⁵ To facilitate clearer comparisons, I classify these tests into two broad categories – tests of unbiasedness and tests of efficiency.

Unbiasedness tests such as the Mincer-Zarnowitz Test (1989) [33] propose that on average, agents should forecast the variable precisely or with zero prediction error. On the other hand, efficiency tests evaluate the agent’s ability to incorporate all relevant information into the forecast. These tests generally take the form of regressing the forecast or the forecast error on the variables in the information set of the forecaster. By construction, they follow from the orthogonality property of forecast errors which holds that these errors should be uncorrelated with any information available to agents at time t or earlier. One such test is that put forward by Coibion and Gorodnichenko (2015) [13] in which the authors regress the h-period ahead forecast error against the time t forecast revision. A test of the auto-correlation of forecast errors also falls within this classification.

I add to this extensive literature the dimension of cross-sectional horizon analysis of the tests of departures from FIRE by holding constant the period over which the tests are conducted and varying the forecast horizon. While this approach has traditionally been used in the literature to gauge disagreement amongst forecasters (Patton and Timmermann (2010) [39]), the application in this paper differs from the traditional horizon analysis because as it reveals more dynamically how forecaster deviations from FIRE strengthen or attenuate over time and across
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⁴These surveys include, the University of Michigan’s Survey of Consumers, the Survey of Professional Consumers and Livingston Survey.

⁵Shefrin (1996) [41] notes that in keeping with the properties of conditional expectations, tests of rational expectations can be classified into four main categories: (1) Unbiasedness, (2) Efficiency, (3) Forecast Error Predictability, and (4) Consistency.
countries. This provides the unique opportunity to gain further insight into the applicability of traditional models used to account for violations of FIRE.

This paper also relates to the literature which analyzes the importance of cross-country linkages in macroeconomic fluctuations. Similarities in business-cycle fluctuations, asset pricing, and inflation dynamics are just some of the areas where researchers have sought to establish the relationship between domestic macroeconomic developments and international conditions. For example, Kose et al. [27] provide evidence that a common world factor accounts for a significant source of the variation in aggregates in many domestic economies – leading to the conclusion of the existence of a global business cycle. Miranda-Agrippano and Rey (2020) [34] show that US monetary policy shocks induce a ‘Global Financial Cycle’ due to the existence of a cross-country factor that accounts for 20% of the variation in international asset prices.

In the context of inflation, it has long been argued that domestic inflation is driven by a global factor. Borio and Filardo (2007) [8] discuss how the integration of the global economy through globalization has contributed to inflation becoming more of a “globe-centric” than a “country-centric” phenomenon. The authors conclude that domestic inflation is more readily explained by the global output gap and that periods of low and stable inflation such as during the 1990s and 2000s coincide with a decline in the global economic slack.

Complementing these results are the findings of Ciccarelli and Mojon (2010) [12] which emphasize the role of the common factor. The authors find that this factor drives approximately 70% of the variation in domestic inflation of 22 advanced economies. This paper revisits the role of the cross-country factor in domestic inflation but from the perspective of inflation expectations.

Finally, this paper relates to the literature which advances the relevance of real-time international data. Among economists, there is consensus that the analysis of information known to agents at the time of economic decision-making leads to substantially different and more accurate conclusions compared to working with revised data (see Croushore and Stark (2001, 2003)[14][15], Orphanides (2001)[37], Koeing (2003)[26] and Molodtsova et al. (2008)[35]). The use of these data has gained prominence in areas such as economic forecasting, and monetary policy analysis.

While there has been significant progress in the availability of real-time data for the US, the availability of consistent and reliable international real-time macroeconomic data sets, has been especially limited. To my knowledge, there are two main sources of international real-time data, both of which rely on historical data from the OECD’s Main Economic Indicators (MEI), a monthly publication dating back to the OECD’s inception in 1961. The first is the OECD’s Revisions-Analysis data-set, which provides vintages of monthly real-time data from 1999 forward. Complementing this data-set is the Dallas Fed’s real-time data compilation by Fernandez et al. (2011) [19] which contains quarterly vintages from 1962 to 1998 for 26 OECD

\[\text{For example, Croushore and Stark’s (2001) Real-Time Data-set for Macroeconomists (RTDSM) administered by the Philadelphia Fed, contains data on the US economy from 1965 onward. The Federal Reserve Bank of St. Louis also maintains ALFRED which is an archive of real-time data from 1969 for the US and some advanced economies.}\]
countries.

This paper adds to the existing literature on the relevance of cross-country real-time macroeconomic data in two important ways. Firstly, it presents one of the first empirical applications of international real-time data which facilitates comparative analysis of departures from full-information rational expectations. Secondly, this paper augments the availability of real-time CPI data for periods prior to 1999. In the section which follows I describe in greater detail, the manner in which this data-set is used.

2 Data

To conduct this empirical analysis I combine two main types of data on cross-country inflation - survey forecasts from professional forecasters and real-time CPI.

Forecast Data. My forecast data are sourced from Consensus Economics’ international surveys of economic information. The data set contains forecasts of a range of macroeconomic and financial variables at both the consensus (aggregate) and individual forecaster levels for several countries. This study utilizes consensus forecasts from 18 advanced economies, including the G7 countries, from January 1990 to December 2020. Table (1) below lists the countries.

Table 1. Country List

<table>
<thead>
<tr>
<th>USA</th>
<th>Canada</th>
<th>Netherlands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan</td>
<td>Austria</td>
<td>Norway</td>
</tr>
<tr>
<td>Germany</td>
<td>Belgium</td>
<td>Portugal</td>
</tr>
<tr>
<td>France</td>
<td>Denmark</td>
<td>Spain</td>
</tr>
<tr>
<td>UK</td>
<td>Finland</td>
<td>Sweden</td>
</tr>
<tr>
<td>Italy</td>
<td>Ireland</td>
<td>Switzerland</td>
</tr>
</tbody>
</table>

At the beginning of each month, forecasters from each country make predictions on the average annual percentage change in their respective consumer price indices. Forecasts are made for the current and subsequent calendar years. This data-set, therefore, provides 24 monthly current-year and next-year forecasts for each country throughout the study. In a similar approach to Patton and Timmermann (2010) [39], this paper utilizes the unique structure of these data to conduct a horizon analysis of the cross-section of forecasts.

The monthly forecast horizons used in this analysis are represented by $h = 1, \ldots, 24$ months, where, for example, forecast horizon $h = 12$ represents the forecast made in January of the current calendar year, for the current calendar year and $h = 24$ indicates the forecast of the average annual inflation rate made in January of the current calendar year for the subsequent year. Therefore, the time series of forecasts at each horizon utilizes 31 observations per country - one for each year from 1990 to 2020.

Real-Time Data. Throughout this analysis real-time data are used to measure ex-post infla-
tion across countries. As discussed in the introduction of this paper, these data are sourced from the OECD’s Main Economic Indicators (MEI) Original Release Data and Revisions Database and are available from February 1999 onward.7 As an additional project and complementary to this analysis, I extended this data-set for the CPI variable for the period January 1989 to January 1999 for all 18 countries in this study. The data were sourced from hard copy publications of the OECD’s Main Economic Indicators publications which were available from the public domain in the corresponding vintage.

Together, the forecast and real-time data are used to assess the historical performance of cross-country forecasts made at time t. Specifically, in the following section, I use these data to test for departures from full-information rational expectations which in many instances involves the construction of forecast errors. Therefore, the question of which vintage of the real-time data should be used to make the appropriate comparison to forecasts may arise. For this empirical application, I follow Coibion and Gorodnichenko (2015) [13] by comparing all forecasts to real-time data available one year after the period being forecasted over.

Summary Statistics. Figure (1) shows the consensus forecast for each country at selected forecast horizons whilst Table (2) provides additional summary statistics.

Figure 1. Consensus Forecasts of Average Annual Inflation by Country (%)
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7These data are available under ‘General Statistics’ at [https://stats.oecd.org/](https://stats.oecd.org/)
Figure 1. Consensus Forecasts of Average Annual Inflation by Country (%)

Note: The figure above shows annual consensus forecasts at forecast horizons, 24, 12, 6 and 3 months, along with realized inflation for each country in percentage points. All consensus forecasts sourced from Consensus Economics. All realized data are real-time sourced from the OECD’s Main Economic Indicators Original Release Database and the author’s compilation.
Table 2. Summary Statistics on Realized and Forecasted Inflation

<table>
<thead>
<tr>
<th></th>
<th>Standard Deviation</th>
<th></th>
<th>Root Mean Squared Error (RMSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Realized</td>
<td>$h = 3$</td>
<td>$h = 6$</td>
</tr>
<tr>
<td>USA</td>
<td>1.10</td>
<td>1.19</td>
<td>1.14</td>
</tr>
<tr>
<td>Japan</td>
<td>1.05</td>
<td>1.13</td>
<td>1.09</td>
</tr>
<tr>
<td>Germany</td>
<td>0.93</td>
<td>1.00</td>
<td>0.97</td>
</tr>
<tr>
<td>France</td>
<td>0.80</td>
<td>0.86</td>
<td>0.84</td>
</tr>
<tr>
<td>UK</td>
<td>1.51</td>
<td>1.66</td>
<td>1.58</td>
</tr>
<tr>
<td>Italy</td>
<td>1.69</td>
<td>1.76</td>
<td>1.73</td>
</tr>
<tr>
<td>Canada</td>
<td>1.06</td>
<td>1.10</td>
<td>1.09</td>
</tr>
<tr>
<td>Austria</td>
<td>0.81</td>
<td>0.90</td>
<td>0.84</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.80</td>
<td>0.92</td>
<td>0.81</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.76</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>Finland</td>
<td>1.32</td>
<td>1.39</td>
<td>1.32</td>
</tr>
<tr>
<td>Ireland</td>
<td>1.56</td>
<td>1.86</td>
<td>1.64</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.84</td>
<td>0.91</td>
<td>0.88</td>
</tr>
<tr>
<td>Norway</td>
<td>0.89</td>
<td>0.91</td>
<td>0.90</td>
</tr>
<tr>
<td>Portugal</td>
<td>3.05</td>
<td>3.20</td>
<td>3.13</td>
</tr>
<tr>
<td>Spain</td>
<td>1.80</td>
<td>1.93</td>
<td>1.86</td>
</tr>
<tr>
<td>Sweden</td>
<td>2.13</td>
<td>2.31</td>
<td>2.25</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1.44</td>
<td>1.60</td>
<td>1.50</td>
</tr>
</tbody>
</table>

*Note:* The table shows the average standard deviation and Root Mean Squared Error (RMSE) calculations for realized and forecasted inflation for each country for the period 1990 to 2020 by forecast horizon.

These data on the cross-country consensus forecasts convey a consistent message. Figure (1) shows that for each country, forecasts made at the most distant forecast horizons, $h = 12$, 24, display less variation than the most recent predictions, $h = 3$, 6. Forecasters appear to be able to more accurately predict average annual inflation by as early as six months before the end of the year. From a macroeconomic perspective, many of the countries appear to have emerged from a period of higher inflation in the early 1990s to lower levels of inflation by the end of the period.

The summary statistics in Table (2) confirm these observations. For example, the standard deviation of forecasts is lowest at horizons $h = 12$, 24, and highest at horizons, $h = 3$, 6. In fact, by $h = 3$, professional forecasters appear to make predictions that almost exactly match the volatility in the realized values of inflation for their respective countries. These observations are consistent with the Root Mean Squared Error (RMSE) calculations for each country, which is significantly lower at the shortest forecast horizons.

Table (2) also gives us a snapshot into the disparities in inflation amongst countries. For example, Portugal, Sweden, and Ireland appear to have the most volatility in inflation compared to the other countries, and quite notably, France, Austria, Denmark, and the Netherlands appear to exhibit the least variation in realized inflation. From the RMSE calculations, forecasters from Switzerland and Canada appear to display the highest average predictive accuracy at almost every forecast horizon.

In the section which follows, I use the data-sets discussed above to conduct four well-known
tests of full-information rational expectations and evaluate the associated findings.

3 Evidence of Heterogeneous ‘Mistakes’

In this section, I conduct four well-known tests for full-information rational expectations on the cross-country consensus forecasts of inflation at varying forecast horizons. The objective is to highlight the similarities as well as the variation in the magnitude and direction of the results. Unsurprisingly, all countries display departures from FIRE, however, the results differ substantially. I begin with the Mincer-Zarnowitz (1969) test, followed by a simple Bias test. Both tests evaluate the forecaster’s ability to make accurate predictions. I continue with the two efficiency tests – the Coibion-Gorodnichenko (2015) test, and the basic test for auto-correlation of forecast errors.

3.1 Mincer-Zarnowitz (1969) Test

This test is based on the premise that a forecast is unbiased if the realized value of a variable moves one-for-one with its forecast. In other words, forecasters should make perfect predictions. The test is specified as,

$$\pi_{t+h} = \alpha + \beta F_t \pi_{t+h} + u_{t+h},$$

where, the left-hand-side variable is the realized inflation of country i at time t+h, \(\alpha\) is the country-specific intercept, \(F_t \pi_{t+h}\) is the h-period-ahead inflation forecast made at time t, and \(u_{t+h}\) is the rational expectations error term. Under full-information rational expectations, the null hypothesis is \(\alpha = 0\), that is, forecasts should exhibit no bias and \(\beta = 1\). Figure (2) shows the estimated beta coefficients for all countries from regression specification (1) at selected forecast horizons.

These results confirm the rejection of FIRE at every forecast horizon, but more so at the most distant forecast horizon, \(h = 24\). One can also readily observe that within the cross-section of results, there is a positive relationship between realized and forecasted inflation. On average, forecasters seem to accurately predict the direction of realized inflation. This is not surprising, however, since predictions are made monthly.

What is unique about these findings is the disparity in the beta coefficients across forecast horizons. A simple calculation reveals that the average beta coefficient at forecast horizons, \(h = 12, 24\) are 0.98 and 0.69, respectively. The message here is that at the furthest forecast horizon, \(h = 24\), forecasters appear to produce very conservative inflation forecasts since there is less than a one-for-one relationship between predicted and realized inflation. That is, they foresee inflation being significantly higher than realized. At horizon, \(h = 12\), this result continues on average, but much less so, and as the forecast horizons decrease, forecasts become more in line with realized inflation but still exhibit bias.

Amongst the countries, instances of under- and over-prediction of inflation are also seen
across the horizons. For example, at horizon $h = 3$, forecasters in the US continue to over-predict inflation, whereas forecasters in both Sweden and Switzerland under-predict this variable, all with statistical significance. Over the same horizon, forecasters in France and Ireland appear to produce much less conservative predictions than all countries. Finally, through all horizons, forecasters in Switzerland and Sweden appear to consistently under-predict inflation.

**Figure 2.** Mincer-Zarnowitz Test

Note: Figure (2) shows the estimated beta coefficient (dark blue points) from the Mincer-Zarnowitz Test at forecast horizons, 1, 3, 6, 9, 12, and 24 months. Shaded bars represent the 95% confidence intervals. For each country $n = 31 *p < 0.1$, **p < 0.05, ***p < 0.01. p-values computed using Newey-West standard errors with automatic lag selection.
What becomes clear from the results of this test is that forecasters’ view of realized inflation differs across forecast horizons, but more so across countries.

3.2 Bias Test

Mankiw and Shapiro (1986) [22] have challenged the classic Mincer-Zarnowitz (1969) test on the premise that the auto-regressive nature of the right-hand-side variable leads to a small sample bias which causes the null hypothesis to be rejected too often, in favor of the conclusion that the forecast is biased. Relatedly, Cukierman et. al. (2020) [16] show that the presence of serial correlation in the error term also causes the null hypothesis to be rejected too often in favor of the conclusion of biased forecasts.

To address these issues, Equation (1) is modified, such that: $e_{t+h|t}^i = \pi_{t+h}^i - \hat{F}_t \pi_{t+h}^i$, where, $e_{t+h|t}^i$, is the one period ahead forecast error. The formal Bias test can then be specified as the following zero mean test:

$$e_{t+h|t}^i = \alpha^i + \nu_{t+h}^i.$$  \hspace{1cm} (2)

Similar to the Mincer-Zarnowitz test, the Bias test is based upon the premise that under full-information rational expectations, agents should on average forecast the variable of interest precisely, with zero prediction error. That is, forecasts should be unbiased. Therefore, the null hypothesis of this test is $\alpha^i = 0$. An $\alpha^i > 0$ indicates a downward bias or under-prediction of inflation, whereas an $\alpha^i < 0$ indicates an upward bias or over-prediction of inflation. Figure (3) shows the estimated $\alpha^i$ coefficients from specification (2) at selected forecast horizons for each country.

While these results indicate that forecasts are unbiased at almost every horizon, there are some useful observations that can be drawn. Firstly, forecasters appear to over-predict inflation across almost every horizon. Consistent with the results from Figure (2) The findings from equation (1), and consistent with the literature on departures from full-information rational expectations, the results indicate the presence of bias in the predictions of professional forecasters across countries. The result also reveals slightly different, yet consistent findings when compared to those from specification (2). For example, at the furthest forecast horizon, $h = 24$, forecaster ‘mistakes’ appear to be less prevalent. In fact, the results show that at the $h = 12$ forecast horizon, forecasts exhibit no statistically significant bias.

At the shortest forecast horizon, however, similar to the results in Figure (2), while forecasts become more in line with full-information rational expectations, there is significant heterogeneity in the results. Specifically, forecasts from the USA, Japan, France, Canada, Spain, Sweden and Finland appear to be statistically different from zero. Further, with the exception of Japan at horizon $h = 3$, all statistically significant ‘mistakes’ appear to be in the direction of over-prediction of inflation or upward-biased estimates, that is, $\alpha^i < 0$. 
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Figure 3. Bias Test

Note: Figure (3) shows the estimated intercept (dark blue points) from the Bias Test at forecast horizons, 1, 3, 6, 9, 12, and 24 months. Shaded bars represent the 95% confidence intervals. For each country n = 31 *p < 0.1, **p< 0.05, ***p< 0.01. p-values computed using Newey-West standard errors with automatic lag selection.

3.3 Coibion-Gorodnichenko (2015) Test

Under full-information rational expectations, since forecasters instantaneously incorporate all new and relevant information into their models, a key implication is that forecast errors should
be unpredictable from any information available at time $t$ or earlier. This is the basic premise of the Coibion-Gorodnichenko (2015) test, which is now widely used in the literature. The general specification of the test is:

$$\pi_{t+h}^i - F_t \pi_{t+h}^i = \alpha^i + \beta^i (F_t \pi_{t+h}^i - F_{t-1} \pi_{t+h}^i) + u_t^i,$$

(3)

where, the left hand side of equation (3), $\pi_{t+h}^i - F_t \pi_{t+h}^i$, represents the one period ahead forecast error. This term is regressed against the time $t$ forecast revision, $(F_t \pi_{t+h}^i - F_{t-1} \pi_{t+h}^i)$, for each country $i$. This forecast revision measures the forecasters’ reaction to relevant news on the economy which they have processed. The final term $u_t^i$ is the rational expectations error which is uncorrelated with all information received at time $t$ or earlier.

Equation (3) tests the null hypothesis of $\alpha^i = 0$ and $\beta^i = 0$. That is, forecast errors should be both unbiased and unpredictable. Figure (3) displays the estimated beta coefficient by forecast horizon. The novelty of this test is that the value of $\beta^i$ also maps the extent of under- or over-reaction to new information the agent receives. This test therefore provides an assessment on the role of information frictions in deviations from full-information rational expectations. Coibion and Gorodnichenko (2015) [13] argue that a $\beta^i > 0$ implies that on average agents are slow to update their information sets given a macroeconomic shock or new information on the state of the economy, which indicates under-reaction. Conversely, $\beta^i < 0$ implies agents’ over-reaction to new news. Therefore, this test provides an assessment on the role of information frictions in deviations from full-information rational expectations. Within the empirical literature, there is strong evidence to support the view that under-reaction is the predominant feature of consensus forecasts, while over-reaction characterizes individual forecasts.

The results in Figure (4) confirm cross-country departures from full-information rational expectations for most countries in the data-set with under-reaction as the predominant feature of these expectations. A simple calculation shows that the average beta coefficient at forecast horizons $h = 3, 6, 12, 24$ is, 0.59, 0.73, 0.87, and 0.03, respectively. Coibion and Gorodnichenko (2015) [13] show that based on the sticky-information model put forward by Mankiw and Reis (2002)[30], these coefficients can be mapped to the average duration of forecasters’ information updates, $\hat{\lambda}$, where, $\hat{\lambda} \approx \frac{\hat{\beta}}{1 + \hat{\beta}}$. Applying this formula, implies that on average forecasters across these 18 countries update their information sets, every 4.5, 5, 5.6 and 3.5 months, at forecast horizons, $h = 3, 6, 12, 24$, respectively.

These results also demonstrate a significant amount of heterogeneity across-countries. For example, not only is the range in the magnitude of the variation in the beta coefficients larger at the furthest forecast horizon, but interestingly, in countries such as Sweden, Italy, UK, Netherlands and Portugal I find evidence of over-reaction in aggregate expectations at forecast horizons $h = 1, 9, 12, 24$, respectively. This is in direct contradiction with the literature on aggregate expectations, particularly for inflation.
Figure 4. Coibion-Gorodnichenko Test

Note: The table shows the estimated beta coefficient (dark blue points) from the Coibion-Gorodnichenko Test at forecast horizons, 1, 3, 6, 9, 12, and 24 months. Shaded bars represent the 95% confidence intervals. For each country n = 30 *p < 0.1, **p< 0.05, ***p< 0.01. p-values computed using Newey-West standard errors with automatic lag selection.

3.4 Auto-correlation of Forecast Errors

For a final test of forecaster ‘mistakes’, the following regression specification for auto-correlated forecast errors was conducted:

\[ e_{t+h|t}^i = \alpha^i + \beta^i e_{t|t-h}^i + u_{t+h}^i. \]  

\[(4)\]
In this specification, the $h$-period ahead forecast error, $e_{t+h|t}$, is regressed against its own past value $h$ periods earlier, $e_{t-h|t}$. Similar to the Coibion-Gorodnichenko (2015) test, this specification is based upon the premise that the forecast contain all information available at time $t$ or earlier, therefore, forecast errors should be serially uncorrelated. The null hypothesis is therefore, $\alpha^i = 0$ and $\beta^i = 0$. The results of specification (4) are shown in Figure (5) below.

**Figure 5. Auto-correlation Test**

Note: The table shows the estimated beta coefficient (dark blue points) from the Auto-correlation Test at forecast horizons, 1, 3, 6, 9, 12, and 24 months. Shaded bars represent the 95% confidence intervals. For each country $n = 31$ at $h = 1$, $h = 3$ and $h = 6$, $n = 30$ at $h = 9$ and $h = 12$, and $n = 29$ at $h = 24$. *$p < 0.1$, **$p < 0.05$, ***$p < 0.01$. p-values computed using Newey-West standard errors with automatic lag selection.
A clear pattern emerges from these results. Firstly, as with the other test results presented in this section, cross-country forecasts in this data-set appear to systematically depart from full-information rational expectations. This test in particular reveals significant positive serial correlation in forecaster predictions. Given the nature of the forecasts, however, it is not surprising that forecasts are serially correlated at the shortest forecast horizons, \( h = 1, 3, 6 \) and less so at the further horizons, \( h = 12, 24 \).

3.5 Summary of Findings

The results of the four tests presented in this section provide consistent empirical micro-evidence that cross-country inflation expectations of professional forecasters systematically depart from the assumptions of full-information rational expectations. While this over-arching conclusion has been the subject of many empirical papers which apply survey data, what is unique about this paper is the opportunity to observe cross-sectional heterogeneity in the forecaster ‘mistakes’. What follows is a discussion on how these results may be interpreted and the associated implications.

As discussed in Section (2) approaches to analyzing forecaster ‘mistakes’ are often categorized into two broad areas within the literature. One approach is to ascribe these departures to the presence of constraints on the information processing capacity of forecasters. In such instances, models of sticky or noisy information are just some of the models used to explain the observed results. The second approach is to explain these departures with models of slow learning, the assumption is that the agent does not observe the true data generating process (DGP) at the time the new data is received, instead it is observed over time.

An interesting finding common to all tests, is that for some countries forecaster ‘mistakes’ or violations of full-information rational expectations occur at the nearest forecast horizon, \( h = 3 \). This result is at odds with this literature in two distinct ways. Firstly, the fact that these ‘mistakes’ occur at the shortest horizon when the forecaster has had the opportunity to observe up to nine months of realized inflation is suggestive of the fact that neither the presence of information constraints nor the assertion of incomplete knowledge of the DGP may be adequate explanations.

Secondly, these predictions are made by professional forecasters who are arguably less information-constrained than other agents. From Figure (1) and Table (1) we have observed that as early as forecast horizon \( h = 6 \), forecasters appear to make predictions that are very close to the realized values. Further, the results of the auto-correlation test from regression specification (4) show that at earlier forecast horizons, forecasts are highly serially correlated. Therefore, it is likely that the forecaster ‘mistakes’ observed for some countries may reflect the use of private information, judgement or other more country-specific factors considered by the forecaster which are not captured by these tests.

To confirm this assertion I turn to the results of the four tests and show that they all convey a similar message. The results of the Mincer-Zarnowitz test indicate a positive relationship
between cross-country inflation expectations and the realized value of inflation at all horizons. The Bias test, which is a slight modification of the Mincer-Zarnowitz test, presents results which follow a similar theme. For all forecast horizons, we observe that forecasters systematically over-predict inflation. Together, the results of both tests imply that over the period of this study, the positive relationship between inflation and inflation expectations is in the direction of over-estimation or a more pessimistic view of future inflation compared to the realized values. This finding is in fact confirmed for the US in a recent study using CPI data from Survey of Professional Forecasters (SPF) and University of Michigan’s Survey of Consumers (SOC) (see Bianchi et al. (2022) [6]).

Continuing to the results of the Coibion-Gorodnichenko (2015) test, one can observe that cross-country inflation expectations are subject to information frictions and overwhelmingly exhibit under-reaction. Given the results of the three aforementioned tests, an intuitive question is: Can forecasting inertia coexist with over-prediction in inflation? A likely line of reasoning is that forecasters, in aggregate, rely on their own private information or judgement or some other unexplained factors, to the extent that their views of inflation are little altered with new information. This is somewhat confirmed with the results of the auto-correlation test emphasizing the highly positive serial correlation in cross-country forecast errors, confirming forecasters’ reliance on recent values as opposed to new, incoming information.

I conclude this section by highlighting the significant cross-sectional heterogeneity in the results of all four tests. No where is this more clearly seen than in the results of the Coibion-Gorodnichenko (2015) test. Despite the general consensus within the empirical literature that aggregate expectations exhibit under-reaction, the results of this test show clear instances of statistically significant over-reaction to new information by professional forecasters at the twelve and twenty-four month horizons for Italy, Portugal and the UK.

What makes this finding particularly interesting is that at these forecast horizons, forecasters have no prior data-points on realized inflation for the years being forecasted over, compared to the shorter forecast horizons. It is well-known from the literature (see Bordalo et al. (2020) [7] and Afrouzi et al. (2020) [1]) that over-reaction is a feature of individual forecasts and varies with the persistence of the variable being predicted. In these papers, the authors conclude that the less persistent the series, the stronger the over-reaction.

The key insight here is that departures from full-information rational expectations across-countries, while they share many common features, are heterogeneous in many respects. Therefore, the tendency to ascribe broad conclusions about the characteristics of expectations at the aggregate level, such as over- versus under-reaction or upward versus downward bias, without a comprehensive cross-sectional approach, is likely premature and misleading. The more serious implication is that our understanding of the expectation formation process is incomplete and the associated models and policy prescriptions inadequately considered.

In the section which follows I discuss the coexistence of common and heterogeneous factors which may impact the expectation formation process by focusing on the cross-country forecast
4 A Bayesian Dynamic Factor Model

Given the evidence of departures from full-information rational expectations across countries, I now examine the extent to which forecaster ‘mistakes’ may be co-move across countries. To the extent that co-movement exists and persists is suggestive that these departures from full-information rational expectations may play a role in cross-country inflation expectations.

To conduct this analysis I turn to a widely used class of models which decomposes a macroeconomic time series variable into components which are not directly observable by the econometrician - that is, unobserved components models. Included within this class of models are state space models where the observed time series depends linearly on a possibly unobserved state driven by a stochastic process. Factor models which distill information in large data-sets to a lower-dimensional set of (unobserved) factors, also fall within the class of state space models and can be modeled in a linear state space representation. In these models it is assumed that a set of \( n \) observed variables depends linearly on \( m \) unobserved common factors and on an individual or idiosyncratic component.\(^9\)

This paper presents an empirical application of a dynamic factor model. A distinguishing feature of this model compared to a static factor model is that all inter-temporal cross-correlations among variables is accounted for by the dynamic unobserved factors.

4.1 Econometric Framework

Let \( e_t = [e_{1t}, e_{2t}, ..., e_{mt}]', t = 1, ..., T, i = 1, ..., n \) denote a stationary \( n \times 1 \) vector of observable cross-country inflation forecast errors standardized to mean zero and unit variance at time \( t \). Here, \( e_t \) is the difference between realized inflation at time \( t \) and predicted inflation at time \( t-1 \) or \( \pi_t - \pi_{t-1}^c \). A general representation of the factor model is given by:

\[
e_t = \lambda f_t + u_t,
\]

where, \( f_t \) is an \( m \times 1 \) vector of unobserved common factors which are believed to capture the co-movement of the cross-country panel of forecast errors and \( \lambda \) is an \( n \times m \) matrix of unknown factor loadings which determine the exact linear combination of the \( m \) latent factors. Here, \( \chi_t = \lambda f_t \) is referred to as the common component and \( u_t = [u_{1t}, u_{2t}, ..., u_{nt}]' \) as the idiosyncratic component, or country-specific noise of the model. It is assumed that \( u_t \sim \text{iid } N(0, \Sigma) \) where \( \Sigma \) is set to be a diagonal matrix. This implies that \( E u_{it} u_{jt} = 0 \) for \( i \neq j \) or that the idiosyncratic

\(^8\)Within the literature, there have been several papers discussing the endogenous link between inflation expectations and forecast errors. For example, Carvalho et al. (2022) \(^9\) present a model of anchored expectations driven by the endogenous link between inflation expectations and forecast errors.

\(^9\)Where \( m < n \).
shocks are uncorrelated. Therefore, \( u_{it} \) is a shock idiosyncratic to equation \( i \) and \( e_{it} \) is said to follow an exact factor model since all co-movements in the data arise from the latent factors plus an idiosyncratic shock.

Note that the above model is static since it does not allow for autocorrelation in the factors. For time series applications, however, the factors may be serially correlated and follow an autoregressive process of order \( q \),

\[
f_t = \Phi_1^f f_{t-1} + \ldots + \Phi_q^f f_{t-q} + \eta_t^f,
\]

where, \( \Phi_i^f \) is the \( m \times m \) coefficient matrix corresponding to the \( i \)th lag of factor \( f_t \) and \( \eta_t^f = [\eta_{1t}^f, \eta_{2t}^f, \ldots, \eta_{mt}^f]' \) is the error term. Note here that \( \eta_t^f \sim iid \, N(0, \Sigma^f) \), where \( \Sigma^f \) is assumed to be diagonal, that is \( \mathbb{E}\eta_t^f\eta_{t-s}^f = \sigma_s^2 \) for \( s = 0; 0 \) otherwise.

Similarly, the evolution of the idiosyncratic errors may also follow an autoregressive process of order \( p \),

\[
u_t = \Phi_1 u_{t-1} + \ldots + \Phi_p u_{t-p} + \eta_t,
\]

where, \( \Phi_i \) is a matrix of autoregressive coefficients corresponding to the \( i \)th lag of \( u_t \) and the innovations, similar to the factor innovations, are assumed to be zero mean, contemporaneously uncorrelated normal random variables, \( \eta_t \sim iid \, N(0, \Sigma) \), where \( \Sigma \) is set to be a diagonal matrix. Finally, note here that \( \mathbb{E}\eta_t^f\eta_{t-s} = 0 \, \forall \, i, s \). That is, the idiosyncratic terms of the latent factor and the observables are contemporaneously uncorrelated normal random variables.

This allowance for serial correlation in the idiosyncratic errors and the latent factors is what makes the model dynamic. Together, equations (5) through (7) represent the dynamic factor model used to evaluate the inter-temporal co-movement of forecast errors across countries.\(^{10}\)

In the context of the linear Gaussian state space model, equation (5) represents the measurement equation and equations (6) and (7) the transition equations.

### 4.1.1 Identification Restrictions

It is well known that the dynamic factor model presented in equations (5) through (7) is not identifiable without further restrictions. It can be shown that by pre-multiplying the dynamic factor by an arbitrary full-rank \( m \times m \) matrix defines a new model which is observationally equivalent to the original model. For example, for any non-singular matrix \( C \), \( \Lambda f_t = \lambda C C^{-1} f_t \), therefore, a model with factors \( f_t \) and factor loadings \( \lambda \) will give the same fit as one with factors \( C^{-1} f_t \) and factor loadings \( \lambda C \). As a result of this normalization issue, neither the signs nor the scale of the dynamic factors and the associated factor loadings are separately identified.

Two additional restrictions are required for unique identification. Firstly, it is common to set the variance of \( \eta_t^f \) to the identity matrix, as in Bai and Wang (2015) [5]. That is,

\(^{10}\)This is the standard model put forward by Stock and Watson (1989) [46] and applied in the context of international business cycles by Kose et al. (2003) [27].
\[ \text{var} \begin{bmatrix} n_{1t}^f \\ n_{2t}^f \\ \vdots \\ n_{mt}^f \end{bmatrix} = I_m. \]

This restriction addresses the scale issue. The second normalization restriction addresses the sign issue by setting \( \lambda \) to be a lower triangular matrix with ones on the diagonal.\(^{11}\) Appendix A details the mathematical proof that these two restrictions are sufficient to uniquely identify the dynamic factor model presented in equations (5) through (7).

### 4.1.2 Selecting the Number of Dynamic Factors

Prior to estimation of the dynamic factor model, an important consideration is the number of common latent factors to be included. This decision is largely approached via optimization of an Information Criterion to consistently estimate the number of factors. The objective is often to select the smallest number of latent trends without loss of too much information.

Within the empirical literature, among the most widely used approaches to factor selection are the Bai and Ng (2002) [3] criterion for static factor models where the minimization of the information criteria is based on a trade-off between the quality of the adjustment of the model to the data and the risk of over-adjustment.

In the context of dynamic factor models, the Bai and Ng (2007) criteria [4] builds on the Bai and Ng (2002) [3] criteria by first taking the optimal number of factors selected as given. The authors then estimate a VAR(\( p \)) on these factors using the Bayes Information Criterion (BIC) and then as a final step, use the Bai and Ng (2007) [4] criteria to obtain the optimal number of dynamic factors.

Finally, Stock and Watson (2005) [45] and Amengual and Watson (2007) [2] show that the Bai and Ng (2002) [3] criteria can in fact be used to estimate the number of dynamic factors.

### 4.1.3 Estimation

Following Stock and Watson (1989, 1993) [44, 46] the classical approach to this system of equations has been to apply statistical techniques which make use of the Kalman filter to estimate model parameters and the Kalman smoother to extract an estimate of the latent factor, however, there are a few drawbacks to this method. Firstly, when \( n \) is large, this method can be computationally demanding and secondly, since the factors are random variables, when \( n \) is finite, estimators will not be consistent.

---

\(^{11}\)There are several variations to addressing the normalization issue in this model. For example, to address the scale issue, Sargent and Sims (1977) [40] and Stock and Watson (1989, 1993) [44, 46] assume that \( \sigma_f^2 \) is equal to a constant, which is quite similar to the approach taken in this paper. Further, it is common to identify the signs by requiring one of the factor loadings to be positive as in Otrok and Whiteman (1998) [38] or to require \( \lambda \) to be a lower triangular matrix with strictly positive diagonal elements as specified in Bai and Wang (2015) [5].
In the more recent literature (see Otrok and Whiteman (1998) [38]), these equations have also been estimated using Bayesian inference which makes use of posterior simulation. Here, a Monte Carlo Markov chain (MCMC) procedure can be employed to generate samples from a given target distribution. In the empirical application of this paper, the distribution of interest is the joint posterior distribution of the model parameters and latent factors given the observed data, that is, $p(\Theta, f|\text{data})$. Here $\Theta$ represents the parameters, $\lambda, \Sigma, \Sigma_f, \phi_i^f, i = 1, \ldots, q$, and $\phi_f, i = 1, \ldots, p$.

Given the large cross-sectional data-set used in this paper, however, sampling from the joint posterior distribution directly is complex and even prohibitive. The Gibbs sampler, a MCMC sampling algorithm, addresses this problem by first expressing this distribution in terms of it’s complete set of conditional distributions and then iteratively sampling from the individual posterior conditional distributions.\(^{12}\) Casella and George (1992) [10] show that under weak conditions, this iterative sampling converges to drawing from the joint posterior distribution directly as the number of sampling draws, $j \rightarrow \infty$. With this approach the complexity of sampling directly from the joint posterior distribution is simplified via a series of smaller more manageable problems.\(^{13}\)

As an example of how the Gibbs sampling methodology cycles through conditional distributions, starting with an initial (specified) value, $f^0$, a sample is drawn from the posterior distribution of the parameters conditional on the factor, $p(\Theta|f^0, \text{data})$, which produces a drawing, $\Theta^1$. Next a sample is drawn from the distribution of the latent factor, conditional on the parameters, $p(f|\Theta^1, \text{data})$ which produces a drawing, $f^1$. This completes one Gibbs sample or the first step of the Markov Chain.\(^{14}\)

Continuing this process generates a Gibbs sequence of random variables, $f^0, \Theta^1, f^1, \ldots, \Theta^j, f^j$. That is, once the initial value $f^0$ is specified, the remainder of the sequence is obtained iteratively by alternately generating, at each step, drawings from,

\[
\Theta^j \sim p(\Theta|f^{j-1}, \text{data})
\]

\[
f^j \sim p(f|\Theta^j, \text{data}),
\]

for $j = 1, \ldots, J$. Once the samples are obtained, the sample mean and median of the posterior distributions represent the traditional point estimates, while the percentiles can be used as confidence intervals.

\(^{12}\)Based on the assumption that the joint distribution can be characterized by its complete set of conditional distributions. Usually applied to standard continuous distributions such as Normal, $t$, Beta or Gamma or discrete distributions such as Binomial, Multinomial or Dirichlet.


\(^{14}\)Note that the order of sampling, that is, which conditional is sampled first or second does not matter, what matters is that a sample is drawn from each of the unknown blocks. In the application presented in this paper, there are two blocks (parameters and the cross-country factor). Kose et al. (2003) [27] present an application of the Gibbs sampler with four blocks in their application of dynamic factor analysis to international business cycles with a multi-level factor structure.
5 The Cross-Country Dynamic Factors in Forecaster ‘Mistakes’

Figure (6) presents the median posterior distribution of the first latent factor in cross-country expectational errors estimated from equations (5) through (7) that is,

\[ e_t^h = \lambda^h f_t^h + u_t^h, \]

where \( h = 3, 6, 12, 24 \) month forecast horizons, and \( f_t^h \) and \( u_t^h \) follow autoregressive processes of orders \( q = 1 \) and \( p = 1 \), respectively. The fluctuations in the factor indeed reflect the major economic events over the period of this study, such as the recession of the early 2000s which affected advanced economies and the 2007 - 2008 Global Financial Crisis (GFC). The factors, however, also appear to only be statistically significant at the \( h = 24 \) and \( h = 12 \) forecast horizons.

**Figure 6. Cross-Country Dynamic Factor in Forecast Errors**

**Horizon Analysis**

Note: The chart shows a time series of dynamic latent factors of inflation forecast errors for 18 OECD countries at forecast horizons of 3, 6, 12 and 24 months. Light blue broken lines represent the 95% confidence interval. Forecast errors have been standardized to have mean zero and unit variance.
In three of the four graphs \((h = 3, 12, 24)\) the narrowing of the bands around these events is likely indicative of the increased relevance of the cross-country factor. This assertion is in line with Borio and Filardo (2007) [8] who suggest that the relevance of global inflation is time-varying. Moreover, this narrowing also seems to arise in the 2019 - 2020 period marked by the COVID-19 pandemic, particularly at the \(h = 24\) forecast horizon. An interesting extension of this paper is to assess the increased relevance of this factor coming out of the pandemic, as more data become available.

Another observation from these graphs is that forecasters’ predictions oscillated between under-prediction of inflation (positive latent factor) and over-prediction (negative latent factor) from the very beginning of the period of study, as developed economies recovered from ‘The Great Inflation’ which ended in 1982, to the period leading up to and emerging from the GFC, at most forecast horizons.

From the theoretical literature, it is well-known that expectational errors can be ascribed to reasons such as the presence of information frictions as in Mankiw and Reis (2002)[30], Woodford (2002) [47] and Sims (2003) [42], rational inattention as in Gabaix (2014) [20] and the existence of extrapolative tendencies (Gennaioli et al. (2015)[21]) which is closely related to the well-known representativeness bias in human judgment put forward by Kahneman and Tversky (1972) [25]. Within the more recent literature, and in the context of the professional forecaster, these errors are ascribed to the forecasters’ incomplete knowledge of the data generating process which they learn slowly over time as in Farmer et al. (2021) [18].

While the presence of a global factor reflects commonalities among forecasters across-counties, another interesting issue is the degree of heterogeneity or the country-specific fundamentals which determine the interaction with the world factor. I begin with a measure of the relative contribution of the cross-country factor to variations in the forecast errors in each country. Essentially, I decompose the variance of each observable into the fraction that is due to the cross-country factor (or common unobserved component) and the fraction driven by the idiosyncratic component. In an approach similar to Kose et al. (2003), the variance of the observable forecast errors due to the cross-country factor \(i\) can be written as:

\[
\text{var}(e_{it}^h) = (\lambda_i^h)^2 \text{var}(f_{it}^h) + \text{var}(u_{it}^h),
\]

where the fraction of volatility attributed to the cross-country factor for each country is measured as,

\[
\text{var}(f_{it}^h) = \frac{(\lambda_i^h)^2 \text{var}(f_{it}^h)}{\text{var}(e_{it}^h)}.
\]

Figure (7) presents the variance shares attributable to the cross-country latent factors for each country for forecast horizons \(h = 3, 6, 12, 24\).
Note here that the fraction of the variance of the observable (forecast errors) due to the idiosyncratic or country-specific component is simply $1 - \text{var}(e_{it})$. On average, the variations in the cross-country factor appear to explain a significant fraction of the fluctuations in each country’s forecast errors at the furthest forecast horizons, $h = 24, 12$. At these horizons, the average contribution of the cross-country factor to the total variation amongst all countries is 0.43 and 0.40, respectively. At earlier forecast horizons, the role of the cross-country factor diminishes, with the average variance contribution of the factor declining to 0.23 and 0.11 at the $h = 6$ and $h = 3$ horizons, respectively. However, these generalizations do not hold for all countries. Notably, forecast errors from forecasters in France, Spain and Belgium, appear to be more correlated with the cross-country factor at $h = 24, 12$ than other countries.

This finding can be examined in conjunction with the results of the factor loadings presented in Table (3). We can think of these loadings as capturing developments specific to the domestic economies as opposed to the variance decomposition presented in Figure (7) which describes how the factor affects all countries. The Table shows that in general forecasters appear to load most heavily on the cross-country factor at the $h = 12$ forecast horizon and least at the $h = 3$ horizon. It is, however, interesting that forecasters from France, Spain and Belgium continue to load heavily on the cross-country as opposed to developments specific to their domestic economies.

A key insight from these results is that while the the evidence points to the existence of the cross-country latent factor in forecast errors there is significant heterogeneity across countries. It is likely that these differences are driven by factors, including behavioral factors, specific to forecasters in domestic economies. The next section of this paper brings together the findings of heterogeneity in departures from full-information rational expectations with the
findings implied by the dynamic factor analysis presented.

Table 3. Factor Loadings
Horizon Analysis

<table>
<thead>
<tr>
<th>Country</th>
<th>h = 24</th>
<th>h = 12</th>
<th>h = 6</th>
<th>h = 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>USA</td>
<td>1.87</td>
<td>1.72</td>
<td>1.58</td>
<td>0.38</td>
</tr>
<tr>
<td>Japan</td>
<td>0.82</td>
<td>0.80</td>
<td>0.17</td>
<td>0.87</td>
</tr>
<tr>
<td>Germany</td>
<td>1.74</td>
<td>1.85</td>
<td>0.99</td>
<td>0.76</td>
</tr>
<tr>
<td>France</td>
<td>1.95</td>
<td>2.24</td>
<td>2.23</td>
<td>1.51</td>
</tr>
<tr>
<td>UK</td>
<td>1.19</td>
<td>1.41</td>
<td>1.79</td>
<td>1.29</td>
</tr>
<tr>
<td>Italy</td>
<td>1.74</td>
<td>1.76</td>
<td>1.53</td>
<td>0.09</td>
</tr>
<tr>
<td>Canada</td>
<td>1.59</td>
<td>1.52</td>
<td>1.09</td>
<td>0.95</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1.56</td>
<td>1.54</td>
<td>1.13</td>
<td>0.90</td>
</tr>
<tr>
<td>Norway</td>
<td>0.61</td>
<td>0.36</td>
<td>0.29</td>
<td>0.28</td>
</tr>
<tr>
<td>Spain</td>
<td>1.97</td>
<td>2.13</td>
<td>1.60</td>
<td>0.96</td>
</tr>
<tr>
<td>Sweden</td>
<td>1.43</td>
<td>1.10</td>
<td>1.67</td>
<td>1.21</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1.26</td>
<td>1.00</td>
<td>1.23</td>
<td>1.40</td>
</tr>
<tr>
<td>Austria</td>
<td>1.79</td>
<td>1.87</td>
<td>1.21</td>
<td>1.30</td>
</tr>
<tr>
<td>Belgium</td>
<td>1.92</td>
<td>2.04</td>
<td>1.38</td>
<td>1.31</td>
</tr>
<tr>
<td>Denmark</td>
<td>1.27</td>
<td>1.49</td>
<td>0.35</td>
<td>0.09</td>
</tr>
<tr>
<td>Finland</td>
<td>1.63</td>
<td>1.99</td>
<td>1.23</td>
<td>0.34</td>
</tr>
<tr>
<td>Ireland</td>
<td>1.60</td>
<td>1.78</td>
<td>0.85</td>
<td>0.54</td>
</tr>
<tr>
<td>Portugal</td>
<td>1.66</td>
<td>1.86</td>
<td>1.34</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Note: The table shows the factor loadings at forecast horizons of 3, 6, 12, and 24 months. From the dynamic factor model specified in equations (6) through (8), these loadings determine the exact linear combination of the latent cross-country factor for each country over the specified forecast horizon.

6 Conclusion

The findings outlined in Sections (3) through (5) present a consistent yet heterogeneous perspective on cross-country inflation expectations. The overwhelming message from the tests of rational expectations, is that while forecasters across countries make predictions which violate the assumptions of full-information rational expectations they do so in a distinctively heterogeneous manner, to the extent that traditional models which account for these departures are unable to sufficiently address the findings. In other words, there is no one-size-fits-all model when examining the expectation formation process across countries. The results of the dynamic factor analysis admit a similar story. We observe compelling evidence of the existence of a cross-country latent factor in forecast errors at both the \( h = 12 \) and \( h = 24 \) forecast horizons, however, upon close examination, there is significant heterogeneity driving these results.

Undoubtedly, over the years, there has been significant progress in our understanding of
the expectation formation process and in particular how we account for departures from full-information rational expectations. As discussed throughout this paper, models of sticky information and inattentiveness (Mankiw and Reis, (2002, 2010)) [30] [31], rational inattention (Sims (2003)) [42], adaptive learning, (Evans and Honkapohja, (2001)) [17], memory (Malmendier and Nagel (2016)) [29] and diagnostic expectations (Bordalo et al. (2020)) [7] to name a few, have emerged as some of the leading approaches to accounting for forecaster ‘mistakes’.

It is difficult, however, to overlook the fact that researchers have yet to settle on a unified approach to explaining key findings. This paper sits at the core of this issue. While we observe commonalities, the breadth and depth of the heterogeneity in findings often stand in the way of the broad adoption of our models. It is not surprising, therefore, that foundational macroeconomics classes still espouse the underlying tenets of full-information rational expectations as the bedrock upon which macroeconomic modeling is built.

Progress toward a more unified approach, perhaps in the form of a more parsimonious model to account for departures from full-information rational expectations, begins with the recognition of the need for flexibility in analyzing expectations. It also calls for an even more comprehensive analysis of the cross-section of expectations among agents and countries. This is the key insight of this paper and the premise upon which much of the analysis rests.
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Appendix A  Proof of Identification of the Dynamic Factor Model

The objective of this mathematical proof is to show that the two identification restrictions outlined in section 4.1.1 uniquely identify the factor loadings and dynamic factors outlined in the dynamic factor model specified in equations (5) through (7).

In a similar approach as Bai and Wang (2015) [5], let $C$ be a full-rank $m \times m$ rotation matrix. Left-multiply the dynamic factor from equation (7) by $C$ and right-multiply the matrix of unknown factor loadings, $\lambda$, by $C^{-1}$. This rotation defines the new factor $\tilde{f}_t = Cf_t$ which allows us to restate equation (7) as,

$$\tilde{f}_t = \Phi^f \tilde{f}_t + \ldots + \Phi^f \tilde{f}_{t-q} + C \eta^f_t.$$

After the rotation, the measurement equation (5) becomes,

$$e_t = \lambda C^{-1} \tilde{f}_t + u_t.$$

To establish identification, it must be that the only $C$ that should be acceptable is a diagonal matrix with either 1 or -1 on the diagonal, in which case, both the factors and factor loadings are identified up to a sign change.

From equation (9) the first normalization requirement implies that $\text{var} \ (C \eta^f_t) = I_m$. This implies that,

$$CC' = I_m,$$

or that $C$ is an orthogonal matrix.\(^{15}\)

To address the second normalization requirement that $\lambda C^{-1}$ be a lower triangular matrix with ones on the diagonal, let

$$\lambda = \begin{bmatrix}
1 & 0 & \ldots & 0 \\
\lambda_{21} & 1 & \ldots & \vdots \\
\vdots & \vdots & \ddots & 0 \\
\lambda_{m1} & \ldots & \ldots & 1 \\
\vdots & \ldots & \ldots & \vdots \\
\lambda_{n1} & \ldots & \ldots & \lambda_{nm}
\end{bmatrix}$$

and

$$C^{-1} = \begin{bmatrix}
c_{11} & \ldots & c_{1m} \\
\vdots & \ddots & \vdots \\
c_{m1} & \ldots & c_{mm}
\end{bmatrix}.$$

\(^{15}\)The implication here is also that $CC^{-1} = I_m$ and therefore, $C' = C^{-1}$
Carrying out the operation $\lambda C^{-1}$ gives us,

$$
\begin{bmatrix}
1 & 0 & \ldots & 0 \\
\lambda_{21} & 1 & \ddots & \vdots \\
\vdots & \vdots & \ddots & 0 \\
\lambda_{m1} & \ldots & \ldots & 1 \\
\lambda_{n1} & \ldots & \ldots & \lambda_{nm}
\end{bmatrix}
\begin{bmatrix}
c_{11} & \ldots & c_{1m} \\
\vdots & \ddots & \vdots \\
c_{m1} & \ldots & c_{mm}
\end{bmatrix}
= 
\begin{bmatrix}
1 & 0 & \ldots & 0 \\
\lambda_{21}^* & 1 & \ddots & \vdots \\
\vdots & \vdots & \ddots & 0 \\
\lambda_{m1}^* & \ldots & \ldots & 1 \\
\lambda_{n1}^* & \ldots & \ldots & \lambda_{nm}^*
\end{bmatrix}
$$

Equation (14) shows that the $n \times m$ matrix, $\lambda C^{-1}$, is a lower triangular matrix where $\lambda_{ij}^* = 0$ $\forall$ $j > i$ and assuming that $\lambda_{ii}^* \neq 0$, $i = 1, \ldots, m$. A further implication of equation (13) is that $C^{-1}(C^{-1})' = I_m$. Hence, multiplying both sides of equation (14) by $(C^{-1})'$ we have,

$$
\begin{bmatrix}
1 & 0 & \ldots & 0 \\
\lambda_{21} & 1 & \ddots & \vdots \\
\vdots & \vdots & \ddots & 0 \\
\lambda_{m1} & \ldots & \ldots & 1 \\
\lambda_{n1} & \ldots & \ldots & \lambda_{nm}
\end{bmatrix}
\begin{bmatrix}
\lambda_{21}^* & 1 & \ddots & \vdots \\
\vdots & \vdots & \ddots & 0 \\
\lambda_{m1}^* & \ldots & \ldots & 1 \\
\lambda_{n1}^* & \ldots & \ldots & \lambda_{nm}^*
\end{bmatrix}
\begin{bmatrix}
c_{11} & \ldots & c_{1m} \\
\vdots & \ddots & \vdots \\
c_{m1} & \ldots & c_{mm}
\end{bmatrix}
= 
\begin{bmatrix}
1 & 0 & \ldots & 0 \\
\lambda_{21}^* & 1 & \ddots & \vdots \\
\vdots & \vdots & \ddots & 0 \\
\lambda_{m1}^* & \ldots & \ldots & 1 \\
\lambda_{n1}^* & \ldots & \ldots & \lambda_{nm}^*
\end{bmatrix}
$$

from which we can deduce that $c_{ij} = 0$ $\forall$ $i, j$ when $i > j$. This proves therefore that $C^{-1}$ is a diagonal $m \times m$ matrix. Further, since $C^{-1}(C^{-1})' = I_m$, it must be that $c_{ii} = 1$ for all $i = 1, \ldots, m$, so that the rotation matrix $C$ is also a diagonal matrix with either 1 or -1 on the diagonal. This proves, therefore, that the dynamic factors and the associated factor loadings are identified up to a sign change.

Finally, note that the normalization assumption that $\lambda_{ii}^* = 1$, $i = 1, \ldots, m$, imposes a positive sign, therefore, both the dynamic factors and the associated factor loadings are fully identified.  

Q.E.D.